
D.A. Stone Æ A.J. Weaver

Factors contributing to diurnal temperature range trends in twentieth
and twenty-first century simulations of the CCCma coupled model

Received: 24 January 2002 /Accepted: 3 September 2002 / Published online: 14 November 2002
� Springer-Verlag 2002

Abstract Trends in the diurnal temperature range
(DTR) are examined in the late twentieth and the
twenty-first centuries in a coupled climate model repre-
senting the atmosphere, ocean, sea ice, and land surface
systems. Consistent with past studies, the DTR de-
creases during this time. These decreases are concen-
trated in middle latitudes, with much smaller changes
occurring in the low latitudes. Strong seasonal charac-
teristics to this pattern exist, although these are different
in either hemisphere. In the model integrations, varia-
tions in the DTR are much more sensitive to changes in
feedbacks than in direct forcings. The DTR is found to
be insensitive to the scattering of sunlight by sulfate
aerosols and the increased mean temperature. Instead,
variations in the DTR arise mostly from changes in
clouds and in soil moisture. Consequently, the decreas-
ing trends stem from increases in the reflection of solar
radiation by clouds moderated by decreases in soil
moisture, mostly through its effect on the ground heat
capacity. Both factors contribute about equally to the
DTR trend. The exception to this relation occurs in the
middle latitudes during winter, when snow cover reduces
the influence of changes in solar radiation and soil
moisture. Decreases during this season are a conse-
quence of the artificial tendency in the model for the
DTR to be very small when the mean temperature is
near the freezing point. While the accuracy of these
conclusions depends upon the model’s ability to repre-
sent the relevant processes, the results highlight the im-
portance of clouds and land surface processes to the
DTR and its long-term change. The importance of soil
moisture found here implies that changes in the physi-
ological response of vegetation and in land use could
have important effects on the DTR.

1 Introduction

The observed global mean trend towards warmer tem-
peratures over land has been characterised by a large
increase in the minimum daily temperatures (Tmin) (Karl
et al. 1993; Easterling et al. 1997; New et al. 2000; Jin
and Dickinson 2002). Maximum daily temperatures
(Tmax) have increased at a much smaller rate, resulting in
a decreasing trend in the diurnal temperature range
(DTR), the magnitude of which is comparable to the
mean warming itself. As an identifiable characteristic of
recent climate change, this trend is important in diag-
nosing the forcing responsible for the change, and in
particular the anthropogenic component. However, the
cause of the DTR trend is still poorly understood, as is
its relation to anthropogenic forcing.

Variations in cloud cover are strongly correlated with
those in the DTR (Dai et al. 1997, 1999; New et al. 2000).
The higher albedo of clouds decreases the downward
solar radiation during the day, and thereby reduces Tmax.
Indeed, observational studies link the decreasing DTR to
coincident increases in precipitating clouds (Karl et al.
1993; Dai et al. 1997, 1999). These low base clouds are
particularly effective in reflecting sunlight, and changes
in their frequency of occurrence would be expected to
have the strongest impact on the DTR. Clouds also
produce more downward long-wave radiation, so
increasing nighttime cloud cover would increase Tmin

and thereby decrease the DTR. However, the tendency
of the diurnal cycle of cloud cover over global land areas
during recent years is currently unknown.

Soil moisture is also expected to influence the DTR,
through control of evaporative cooling, the ground
albedo, and the ground heat capacity. This effect tends
to be most influential in the occurrence of extreme hot
days (Durre et al. 2000). Dai et al. (1999) find that soil
moisture is related to the DTR, albeit secondary to
changes in cloud cover. This raises the possibility that
the observed decreases in the DTR may be due in part to
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physiological responses of vegetation to climate change
or to changes in land use, although it appears that this
latter factor is unable to account fully for the observed
changes (Easterling et al. 1997; Gallo et al. 1999).

Atmospheric and coupled general circulations models
(GCMs) predict a decrease in the DTR under enhanced
greenhouse forcing (Cao et al. 1992; Mitchell et al. 1995;
Colman et al. 1995; Reader and Boer 1998; Dai et al.
2001), but the magnitude of this change is considerably
smaller than observed (Stone and Weaver 2002). In
agreement with energy balance models (Cao et al. 1992;
Stenchikov and Robock 1995), the addition of the
scattering effect of sulfate aerosols produces little dif-
ference in the DTR change (Mitchell et al. 1995; Reader
and Boer 1998; Stone and Weaver 2002). Stenchikov and
Robock (1995) note that in an energy balance model the
DTR is quite sensitive not only to mean changes in
cloud coverage, but also to the nature of the diurnal
cycle of the coverage. Indeed, Dai et al. (2001) find in a
coupled GCM integration that the reduction in the DTR
is associated with changes in cloud coverage, as well as
with changes in soil moisture. However, Collatz et al.
(2000) note that the physiological response of vegeta-
tion, which is not represented in these models, could also
be a rather important influence.

To better understand its relation to current climate
change this work examines the nature and cause of trends
in the DTR in integrations of a coupled GCM. Themodel
and the integrations are described briefly in Sect. 2. Sec. 3
consists of a detailed examination of the DTR trends
produced in the model integrations. In Sect. 4 a simple
analytic model is used to diagnose possible causes for the
trends, while in Sect. 5 statistical models are used to
isolate these causes further. The cause of the DTR trends
in the middle latitude winter is not evident from the
analyses in these two sections, and thus is examined more
closely in Sect. 6. The results are discussed in Sect. 7.

2 Model

The model used in this investigation is the first generation coupled
GCM of the Canadian Centre for Climate Modelling and Analysis
(CCCma), known as CGCM1 (Flato et al. 2000). It includes com-
prehensive representations of the atmosphere, ocean, sea ice, and
land surface. While Reader and Boer (1998) and Stone and Weaver
(2002) also examine DTR changes in integrations of this model, here
we conduct a more thorough analysis of the spatial characteristics of
this global trend, and examine its relation to other climate variables.

The atmospheric component of CGCM1 is a spectral model
with triangular truncation at wavenumber 32 (McFarlane et al.
1992). This yields a surface grid resolution of about 3.75�. A hybrid
topographic-pressure vertical coordinate system is employed re-
sulting in 10 unequally spaced levels. A land surface scheme un-
derlies the atmospheric component, and uses a single soil layer with
spatially varying moisture field capacity and soil properties.

Screen level temperature is estimated from temperatures at the
lowest level (200 m) and the surface using a gradient profile rela-
tionship. To resolve the diurnal cycle adequately, full solar radia-
tion calculations are performed every 3 h, with the radiation at
intervening time steps (20 min) extrapolated from the full calcula-
tion based upon the solar zenith angle. Full calculations of
the terrestrial radiation are performed every 6 h, with partial

calculations at intervening time steps which re-evaluate the fluxes
and heating rates using emissivities computed during the previous
full calculation.

The ocean component is a grid point model with double the
horizontal resolution of the atmosphere (1.875�) and 29 unequally
spaced vertical levels. A simple one-dimensional thermodynamic
sea-ice model is used. In order to prevent drift of the model inte-
gration toward less realistic states, heat and fresh water flux adjust-
ments are used between the atmosphere and ocean (Flato et al. 2000).

We use an ensemble of three global warming integrations from
CGCM1 covering the 1900–2100 interval (CGCM1 GHG+
A1,2,3), although we concentrate on the output of CGCM1
GHG+A1. In these integrations the model is forced with the
observed atmospheric concentrations of greenhouse gases and
sulfate aerosols until present, and with those projected for the
future according to a modified version of the IPCC 1992a scenario
(Boer et al. 2000a, b). The direct scattering of sunlight by sulfate
aerosols is included by altering the surface albedo (Reader and
Boer 1998); the indirect effect of aerosols, whereby they alter the
lifetime and optical properties of clouds, is not included. The three
integrations are identical except for the initial atmospheric condi-
tions, and thus represent independent possible realisations of recent
and future climate. A similar integration which lacks the scattering
effect of sulfate aerosols (CGCM1 GHG) is also examined in order
to determine the importance of the aerosols for the DTR trend.
Finally, a 201 year control integration (CGCM1 CTRL), which
uses constant pre-industrial forcings, is used as a reference. These
model integrations are listed and compared in Table 1.

We also examine an ensemble of three integrations of a more
recent version of the CCCma coupled model, known as CGCM2
(CGCM2 GHG+A1,2,3). This model uses different representa-
tions of ocean mixing and sea ice (Flato and Boer 2001). In par-
ticular, the Gent and McWilliams parametrisation associated with
mesoscale eddies (Gent and McWilliams 1990) and a cavitating
fluid representation of sea ice (Flato and Hibler 1992) are included.
An important result of these modifications is a much larger
warming of the surface at middle and high southern latitudes,
producing a more meridionally symmetric warming pattern (Flato
and Boer 2001). The details of the integration procedure are
identical to the CGCM1 GHG+A integrations.

Since the climate does not change substantially until 1950, we
examine the 1950–2100 interval here. The DTR over the ocean is
quite small, and so trends in the DTR are negligible, if even
detectable in the observations. Therefore, only land areas are
included in the analysis. Areas poleward of the Arctic and Ant-
arctic circles are also excluded since the DTR does not represent the
daytime-nighttime cycle at these latitudes. CGCM1 lacks an ice-
sheet model, resulting in a build-up of moisture over ice sheets.
Since this complicates comparison of the DTR to other climate
variables, the southern tip of Greenland is also excluded.

3 Trends

Stone and Weaver (2002) directly compare the DTR
trends in CGCM1 integrations with those observed by

Table 1 A list of the model integrations used in this study

Model Integration Increasing greenhouse
gas concentrations

Increasing aerosol
concentrations

CGCM1 CTRL No No
CGCM1 GHG Yes No
CGCM1 GHG+A1 Yes Yes
CGCM1 GHG+A2 Yes Yes
CGCM1 GHG+A3 Yes Yes
CGCM2 GHG+A1 Yes Yes
CGCM2 GHG+A2 Yes Yes
CGCM2 GHG+A3 Yes Yes
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Easterling et al. (1997) over the 1950–1993 period. While
the integrations indicate a tendency toward decreasing
DTR, these trends are smaller than observed by about
two thirds. Here we more closely examine the spatial
nature of the model trends over land areas, looking
particularly at the 1950–2100 period. The annual mean
time series of the DTR, Tmin, and Tmax in CGCM1
GHG+A1 over this interval are shown in Fig. 1. The
data used cover all land areas (except for the polar
restrictions). The DTR increase, which starts around
1970 and is rather linear thereafter, is much smaller than
the trend in the mean temperature, and thus is not
entirely consistent with the observed changes.

The mean annual trends in the DTR during the
December–January (DJF) and June–August (JJA) sea-
sons over the 1950–2100 period from CGCM1
GHG+A1 are displayed in Fig. 2. The spatial pattern is
very similar in the other global warming integrations. It
does not, however, resemble the observed spatial pattern
of Easterling et al. (1997), though Stone and Weaver

(2002) note that the observed pattern may not be robust
over the 44 years of observations. The DTR rather
uniformly decreases in the middle northern latitudes, but
in other areas there is a more regional mix of positive
and negative trends. Most of the differences occur on
regional scales, with the pattern being rather smooth at
the model resolution.

To understand this pattern of trends better, we
examine them separately for each season and for four
zonal bands, covering the 66�S–33�S, 33�S–0�, 0�–33�N,
and 33�N–66�N intervals. These divisions correspond
approximately to changes in the seasonal behaviour of
the DTR and in its relation to other climate variables. In
particular, the relative importance of Tmin and Tmax in
determining the DTR changes near 33� during the win-
ter (and near 66� during the summer) in both hemi-
spheres. Trends over these regions in the CGCM1
GHG+A integrations during the 1950–2100 period are
displayed schematically in Fig. 3.

Some of the largest decreases occur in the middle
northern latitudes during DJF and March–May
(MAM), while changes are minimal in the other two
seasons. The mean temperature rises faster in DJF and
MAM, and so the DTR decreases result from particu-
larly large increases in Tmin. Decreases in the DTR
about half as large also occur in the low northern lati-
tudes in DJF and MAM, as well as during September–
November (SON). The mean warming is also very sim-
ilar in these seasons. The exception of JJA results mainly
from a slower warming of Tmin.

DTR changes are small in all seasons in the low
southern latitudes, with mean temperature increases
also rather similar in each season. However, the mid-
dle southern latitude DTR trends are of comparable

Fig. 1 Global mean variations in Tmax, Tmin, and the DTR in
CGCM1 GHG+A1. Values are averaged over non-polar land
areas. Anomalies from the CGCM1 CTRL mean are shown, with
Tmax, and Tmin values shifted up by 2 �C and 1 �C respectively

Fig. 2 1950–2100 mean trends
in the DTR in CGCM1
GHG+A1 during the DJF and
JJA seasons. Values are shown
over non-polar land areas only.
Solid bullets denote trends
statistically significant at the
5% level, assuming a white
noise process
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magnitude to those in the middle northern latitudes,
while the mean warming is much smaller than in the
other regions. This region experiences large decreases in
the DTR in SON, DJF, and MAM. The anomalous
increase in the DTR during JJA is due to a smaller
warming of Tmin. The similarity to the calendar season
pattern in northern middle latitudes is puzzling consid-
ering the phase difference in the seasons between both
hemispheres. Of course, while the trends appear consis-
tent between integrations, it should be remembered that
the southern middle latitudes contain very little land.
Furthermore, this land is close to the low latitudes, and
so the climatology here may not properly represent that
over middle latitude land masses.

Stone and Weaver (2002) note that the CGCM2
GHG+A integrations predict more negative DTR
trends in the Southern Hemisphere than do the
GHG+A integrations of CGCM1, in better agreement
with the observations, whereas the two models differ
little in the Northern Hemisphere trends. The important
difference between the two models is the use of the Gent
and McWilliams mixing parametrisation in CGCM2,
which results in a larger warming in the Southern
Hemisphere. The hemispheric characteristics of the
DTR trends from the two models also hold over the
longer 1950–2100 period and full global landmass
(Fig. 3). Practically indentical trends occur over the
Northern Hemisphere in the integrations of both models
during most seasons. In the lower southern latitudes,
however, the trends tend to be more negative in the
CGCM2 GHG+A integrations, although in both
models the change is small. Over the middle southern
latitudes, on the other hand, the trends are substantially
more positive. However, since most of Southern Hemi-
sphere landmass is in the lower latitudes, the hemi-
spheric trends closely resemble those for this region.
Stone and Weaver (2002) suggest that this difference
between the model results in the Southern Hemisphere
arises from increased land clouds produced by the
warmer ocean. Indeed, the decrease in solar radiation at
the surface is 40% larger over the Southern Hemisphere

in the CGCM2 GHG+A integrations than in those of
CGCM1, whereas little difference exists in the Northern
Hemisphere. The importance of clouds for the DTR
trends is examined further in the next two sections.

Trends in the DTR in CGCM1 GHG are also dis-
played in Fig. 3. The single difference between this and
the CGCM1 GHG+A integrations is the absence of
scattering due to sulfate aerosols. This results in a con-
siderably larger mean warming. However, as noted
previously (Mitchell et al. 1995; Reader and Boer 1998;
Stone and Weaver 2002), exclusion of this forcing pro-
duces little change in the DTR trend. In some cases the
omission results in very slightly more positive trends, but
the general effect is minimal.

4 Physical analysis of factors influencing the DTR

The diurnal temperature range is influenced by several
factors, many of which could change under global
warming. To diagnose the relative importance of these
factors we formulate a first order analytic calculation of
the DTR. The intention here is simply to identify climate
variables to which the DTR is directly most sensitive,
and which therefore could induce a trend under global
warming. Of course, this calculation will require many
approximations, but the advantage lies in the simplicity
of its physical interpretation. We stress that this calcu-
lation is intended for interpretive purposes only, and is
not intended to exhaustively represent all of the pro-
cesses operating during the diurnal cycle. More accurate,
but less physically intuitive, statistical models will be
used in the next section to support the conclusions from
this analytic calculation.

The rate of change of the energy flux at the surface is
given by

ca
@T
@t
¼ S þ L# þ L" þ Hl þ Hs þ Gþ U : ð1Þ

Here ca is the heat capacity of the air, T is the screen
level temperature, t is time, S is the incoming solar

Fig. 3 Annual and seasonal
mean trends in the DTR during
the 1950–2100 interval over
four zonal bands. Values are
calculated for land areas only.
For each season the three blue
bars represent trends in the
CGCM1 GHG+A integra-
tions, while the cyan bar repre-
sents the trend in CGCM1
GHG. The green bars represent
trends in three integrations of
the CGCM2 model forced with
changes in greenhouse gases
and sulfate aerosols similar to
those imposed in the CGCM1
GHG+A integrations
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radiative flux, Lfl and L› are the incoming and outgoing
terrestrial long-wave radiative fluxes, Hl and Hs are the
latent and sensible heat fluxes, G is the flux into the
ground, and U is the horizontal advective term.

We start by taking the diurnal cycle to be a step
function, jumping instantaneously from nighttime to
daytime values. A more accurate description would re-
sult in a much more complicated solution than the first
order model desired here. Once again, we stress that this
calculation is for interpretative purposes only, and thus
such approximations are permitted. From Eq. (1), the
change of surface temperature (DT ) from night to day
(Dt) is then

ca
DT
Dt
�Sd þ L#d

þ L"d
þ Hld þ Hsd þ Gd þ Ud

� Sd � L#n
� L"n

� Hln � Hsn � Gn � Un

ð2Þ

where the d and n subscripts denote typical daytime and
nighttime values.

The heat capacity of the air is defined as

ca ¼ qCph

where q is the density of the air (1.3 kg Æ m–3), Cp is the
specific heat (1.0 · 103 J Æ K–1kg–1), and h is the 2 m
distance between the measurement level and the sur-
face.

The daytime solar flux at the surface can be ap-
proximated as

Sd � S0ð1� fcacÞð1� agÞ

where S0 is the average daytime solar radiative flux at
the top of the atmosphere, ac and ag are the cloud and
ground albedos, and fc is the fraction of the sky covered
by cloud. Since

Sc � S0ð1� fcacÞ ð3Þ

is archived in the model, while ac is not, we use Sc in-
stead. Sn is obviously zero.

The incoming longwave flux possesses only a small
diurnal cycle (e.g. Dai et al. 1999) which can be con-
sidered negligible for the present purposes (Lfld

� Lfln
).

Meanwhile, under the step function assumption the
outgoing long-wave radiation is given by L›d

� rT4
max

and L›n
� –rT4

min, where r is the Stefan-Boltzmann
constant. The emissivity is omitted here since it is pre-
scribed as unity for all surfaces in CGCM1 (Norm
McFarlane personal communication). Upon linearisa-
tion about some T0 near Tmax and Tmin, this yields a
difference of

L"d
� L"d

� �4rT 3
0 DT :

We combine the latent and sensible heat fluxes since
they are forced by similar processes, exhibit similar di-
urnal cycles (Barry and Chorley 1992), and have iden-
tical effects on the screen temperature. We assume zero
flux during the night, and a constant value during the
day, yielding

Hd�Hld þ Hsd

�H0

where H0 is the average daytime heat flux.
The energy absorbed by the ground can be written as

G ¼ �cg
@Tg

@t

where cg is the effective heat capacity of the ground and
Tg is its effective temperature. The magnitude of the
diurnal temperature wave into the ground decreases as a
function of depth, and so using just the heat capacity of
soil would be inappropriate. This effect of vertical dif-
fusion is absorbed into the value of cg. For convenience,
we approximate Tg by the air temperature. Since cg de-
pends upon the soil moisture, it can be described by

cg � cg0 þ cg1wg

where cg0 is the effective heat capacity of dry soil and cg1
is the rate of change of the effective heat capacity as a
function of the soil moisture fraction wg.

Finally, since advection should be uncoupled from
the diurnal cycle at most locations we defined Ud and Un

to be equal, and thus they cancel over the diurnal cycle.
Substituting these approximations into Eq. (2), we

find that

DT � Scð1� agÞ � H0

ca þ cg0 þ cg1wg þ 4rT 3
0 Dt

Dt : ð4Þ

Annual global mean values of the parameters in
Eq. (4) are listed in Table 2. The domain (global or
zonal band) average obtained from CGCM1 CTRL is
used for most parameters. Domain averages are used for
cg0 and cg1 (Daniel Robitaille personal communication).
Estimation of the DTR with these parameter values
yields 15 K, which compares reasonably with the actual
value of 11 K from CGCM1 CTRL, considering the
many approximations.

The correlations between DT from Eq. (4) and the
model DTR over the four zonal bands are listed in Ta-
ble 3 for the DJF and JJA seasons. In each row of the
table, the time series of each indicated variable is in-
cluded in the calculation, with the other parameters being
held constant. ca is assumed constant in all cases since its

Table 2 Annual mean values for the parameters in Eq. (4) averaged
over global land areas

Parameter Name Value

Sc Mean daytime solar radiation 420 W Æ m–2

ag Ground albedo 0.24
Dt Time interval 3.2 · 104 s
ca Air heat capacity 2.6 · 103 J Æ K–1 Æ m–2

cg0 Dry soil heat capacity 8.5 · 104 J Æ K–1 Æ m–2

cg1 Wet soil heat capacity factor 7.9 · 104 J Æ K–1 Æ m–2

wg Soil moisture fraction 0.45
H0 Mean daytime heat fluxes 180 W Æ m–2

r Stefan-Boltzmann constant 5.7 · 10–8 W Æ K–4 Æ m–2

T0 Mean surface temperature 290 K
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mean and variance are an order of magnitude smaller
than those of the other terms. For the results in Table 3,
values were averaged over time and space before being
input into Eq. (4). The correlations at each grid point for
annual mean values are displayed in Fig. 4.

Sc and wg are both individually highly correlated with
the DTR in most cases. Little skill is added by the in-
clusion of the variability from the other factors. While
the sensible and latent heat fluxes are each highly cor-
related with the DTR (not shown), their sum is mostly
unrelated to it, consistent with the results of observa-
tional studies (Dai et al. 1999).

Exceptions to the high correlation between both Sc

and wg with the DTR occur during the winter seasons in
the middle latitudes. During these seasons snow covers
most of these areas, which reflects sunlight and thus
reduces the diurnal amplitude of the solar radiative
forcing. Also, snow insulates the air from the ground,
damping the moderating effect of the soil moisture’s heat
capacity. It is not surprising that neither variable is
strongly related to the DTR in these cases. Unfortu-
nately, it is not clear from Table 3 what replaces these
factors in controling the DTR; this will be examined
more closely in Sect. 6.

The 1950–2100 trends in CGCM1 GHG+A1 pre-
dicted by Eq. (4) with the inclusion of the changes in the
various variables are compared to the model DTR
trends in Table 4. The DTR tendency is most sensitive to

the changes in Sc, but the estimated trends are consid-
erably more negative than the actual model DTR trends
in most cases. Inclusion of the changes in the remaining
variables does not result in any substantial improvement
in accuracy, and in fact tends to make the estimates even
more negative. The similarity between the estimated and
model DTR trends is not as good as would be expected
from the high correlations listed in Table 3. However,
the pattern of estimated trends made using all inputs
resembles the pattern of actual model trends but with a
more negative average, suggesting a systematic bias in
the formulation of Eq. (4). This same pattern exists in
the estimates made with only Sc and wg as inputs, further
suggesting that the bias involves one of these variables.
It appears that either the effect of Sc is being overesti-
mated (since it tends to predict negative trends) or that
the effect of wg is being underestimated (since it tends to
predict positive trends). We now turn to a statistical
examination of the model output to resolve this question
by showing that wg is in fact being underestimated.

5 Statistical analysis

Calculations with Eq. (4) indicate that the radiative ef-
fects of clouds and the heat capacity of soil moisture are
the controling influences on the DTR. However, the
analytic model is quite simple and makes many ap-
proximations. The effects of this are most evident in the
estimated DTR trends, which are not entirely similar to
the model changes. However, the analytic model was
useful in providing a physical framework for this inves-
tigation. In this section we turn to linear regression
models to confirm the importance of clouds and soil
moisture to the DTR trends, and to resolve the question
of the systematic bias found above. While these statisti-
cal models lack the physical insight of the analytic model
of Eq. (4), they will likely yield more accurate results
since their construction depends on the data themselves.

The regression models are constructed according to

DTGHGþA1 � DTRCTRL þ
sDTRCTRL

sxCTRL

rDTR;xCTRL

� ðxGHGþA1 � �xxCTRLÞ :
ð5Þ

Table 3 Correlation between the model DTR from CGCM1
CTRL and estimates from Eq. (4). For each estimate, the time
series from CGCM1 CTRL is used for the indicated variable(s);
other variables are assumed constant at their mean value. Seasonal
means of the variables were averaged over the zonal bands before
input into the equation. Coefficients outside of the –0.1 to 0.1 in-
terval are significant at the 5% level assuming white noise processes

Variable 66–33�S 33�S–0� 0�–33�N 33–66�N

DJF JJA DJF JJA DJF JJA DJF JJA

Sc (solar radiation) 0.8 0.2 0.9 0.8 0.7 0.9 0.5 0.9
ag (ground albedo) –0.9 –0.2 –0.5 –0.6 –0.2 –0.4 –0.5 0.1
H0 (heat fluxes) 0.2 0.1 0.0 0.7 0.4 0.1 0.2 –0.2
wg (soil moisture) 0.9 0.7 0.8 0.8 0.6 0.8 0.2 0.8
T0 (mean temperature) –0.4 –0.7 –0.6 –0.5 0.0 –0.6 0.5 –0.6
Sc, ag, H0, wg, T0 1.0 0.4 1.0 0.9 0.8 1.0 0.1 0.8
Sc, wg 0.9 0.5 0.9 0.9 0.8 0.9 0.5 0.9

Fig. 4 Map of the correlation
between the annual mean DTR
in CGCM1 CTRL and esti-
mates from Eq. (4). Annual
mean values for Sc, ag, H0, wg,
and T0 from CGCM1 CTRL
were used in the calculation
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Here DT is the estimated DTR, x is some other cli-
mate variable, sDTR and sx are the standard deviations of
the DTR and of variable x, and rDTRx

is the correlation
coefficient between the DTR and x. The subscripts de-
note the integration from which the values are drawn,
while the bar denotes the temporal average. Therefore,
this statistical model is constructed using the correlation
between variables in CGCM1 CTRL, but is then applied
to the data from CGCM1 GHG+A1.

The correlation between the model DTR and the es-
timates from Eq. (5) using the listed input variables are
given in Table 5 for the DJF and JJA seasons in CGCM1
GHG+A1 over the four zonal bands. The test uses
CGCM1 GHG+A1 output since the model specifically
finds the best fit to the CGMC1 CTRL output, and so
this test is not affected by possible overfitting. However,
since rather large trends occur and dominate the variance
in many of the variables in CGCM1 GHG+A1, the
second order least squares polynomial fit is removed
from all time series before the calculation of the corre-
lation. As required by the values in Table 3, estimates
produced either by Sc or by wg are highly correlated with
the DTR at high frequencies, and use of both variables

generally improves the estimate. The exceptions are of
course, the winter seasons at middle latitudes.

The DTR trends expected in CGCM1 GHG+A1
according to these estimates are listed in Table 6. As
expected, use of Sc produces similar trend estimates to
those in Table 4 using the analytic model with Sc.
However, the trends estimated with wg are generally
much larger than the corresponding values in Table 4,
suggesting that the bias in Eq. (4) lies in an underesti-
mation of the effect of soil moisture. Indeed, the com-
bined use of the two predictands Sc and wg produces
estimates very similar to the model trends, with the not
surprising exception of the winter seasons trends over
the middle latitudes. The global annual mean 1950–2100
variations in the DTR estimate based on solar radiation
and soil moisture are shown in Fig. 5. The strong simi-
larity to the model DTR variations is consistent
throughout the time period. The corresponding trends at
each grid point are displayed in Fig. 6.

From Eq. (3), Sc is a function of both fc and ac. Since
the latter is not archived from the CGCM1 integration
we examine fc to determine the cause of the changes in
Sc. In fact, Sc and fc are very highly correlated and are
comparable in their relation to the DTR (Table 5).
However, the estimated trends in the DTR in CGMC1
GHG+A1 differ systematically by about 1 �C/century
(Table 6). The increased absorption of solar infrared
radiation by more water vapour in a warmer atmosphere
has been suggested as a partial forcing of the DTR trend
(Stenchikov and Robock 1995), and would manifest
here as a trend in S0. However, the expected magnitude
of this effect is too small to account for the discrepancy
here. That leaves a trend in ac or in the diurnal cycle of
cloud cover as possible causes. The increase of precipi-
tation over land in CGCM1 (Boer et al. 2000b) indicates
taller and thicker clouds with larger water droplets,
which suggests that an increase in ac is plausible.

Soil moisture and solar radiation are strongly related
at the seasonal time scales examined here. Soil moisture
is determined by precipitation and evaporation, both of
which are related to clouds and thus solar radiation.
Conversely, clouds depend upon the availability of water
vapour, which in turn depends on the soil moisture.

Table 5 Correlations between the model DTR and linear regression
estimates. Values are calculated from the output of CGCM1
GHG+A1 after removal of the second order least squares poly-
nomial fit, and span four zonal regions. Seasonal means of the
variables were averaged over the zonal bands before input into
the equation. Scres

(wgres
) is the residual of Sc (wg) after removal of

the component correlated with wg (Sc). See the text for a descrip-
tion of the regression estimation. Values outside of the –0.1 to 0.1
interval are significant at the 5% level assuming white noise pro-
cesses

Variable 66–33�S 33�S– 0� 0�–33�N 33–66�N

DJF JJA DJF JJA DJF JJA DJF JJA

Sc (solar radiation) 0.8 0.5 0.9 0.8 0.7 0.9 0.4 0.9
Scres (Sc residual) 0.3 0.3 0.6 0.5 0.7 0.5 0.4 0.5
fc (cloud fraction) 0.7 0.3 0.9 0.8 0.8 0.9 0.5 0.9
wg (soil moisture) 0.8 0.7 0.8 0.8 0.5 0.8 0.2 0.8
wgres

(wg residual) 0.6 0.7 0.4 0.5 0.3 0.3 0.2 0.3
Sc, wg 0.9 0.7 1.0 0.9 0.8 0.9 0.4 0.9

Table 4 1950–2100 trends in the DTR in the CGCM1 GHG+A1
integration estimated from Eq. (4). For each estimate, the time
series from GHG+A1 is used for the indicated variable(s); other
variables are assumed constant at the mean values in CGCM1
CTRL. Trends are in �C per century

Variable 66–33�S 33�S–0� 0�–33�N 33–66�N

DJF JJA DJF JJA DJF JJA DJF JJA

DTR –0.9 0.4 0.3 0.2 –0.4 0.0 –1.1 0.0
Sc (solar radiation) –1.7 –0.1 –0.7 –0.6 –1.2 –0.3 –0.5 –1.1
ag (ground albedo) –0.5 –0.2 –0.5 –0.5 –0.6 –0.7 1.0 0.1
H0 (heat fluxes) 0.1 –0.4 0.5 0.2 0.2 0.0 –0.6 –0.5
wg (soil moisture) –0.3 –0.5 0.3 0.3 0.2 0.2 0.0 0.1
T0 (mean temperature) –0.4 –0.2 –0.3 –0.4 –0.5 –0.4 –0.4 –0.4
Sc, ag, H0, wg, T0 –2.6 –1.4 –0.7 –1.1 –1.8 –1.1 –0.5 –1.8
Sc, wg –2.0 –0.7 –0.4 –0.4 –1.1 0.0 –0.4 –1.0

Table 6 Trends in the DTR and estimates from linear regression
models. Values are in �C/century, span four zonal regions, and are
calculated from the output of CGCM1 GHG+A1. Scres

, and wgres
are defined in Table 5. See the text for a description of the
regression models

Variable 66–33�S 33�S–0� 0�–33�N 33–66�N

DJF JJA DJF JJA DJF JJA DJF JJA

DTR –0.9 0.4 0.3 0.2 –0.4 0.0 –1.1 0.0
Sc (solar radiation) –1.0 0.0 –0.5 –0.6 –0.9 –0.2 –0.2 –0.7
Scres (Sc residual) –0.4 0.0 –0.7 –0.5 –0.8 –0.5 –0.2 –0.7
fc (cloud fraction) –0.5 0.0 1.2 0.9 0.2 0.9 –0.2 0.1
wg (soil moisture) –0.5 –0.7 0.9 0.6 0.4 0.6 0.0 0.8
wgres

(wg residual) 0.0 –0.6 0.7 0.7 0.4 0.3 0.0 0.7
Sc, wg –0.9 –0.7 0.2 0.1 –0.5 0.2 –0.2 0.0
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Thus the question arises as to the relative importance of
both variables. To examine this we decompose Sc and wg

into

Sc ¼ Sccorr þ Scres

wg ¼ wgcorr þ wgres

where Scres
(wgres

) is the residual after the removal of the
component Sccorr

(wgcorr
) correlated with wg (Sc).

The correlations of the DTR estimates of these re-
siduals with the model DTR in CGCM1 GHG+A1 are
listed in Table 5. The two residuals account for com-
parable portions of the variance of the DTR, with Scres
being slightly more important. The magnitudes of the
DTR trend estimates based upon each of the residuals
(Table 6) are also quite similar. The equal importance of
solar radiation and soil moisture for the DTR trend
found here differs from the predominance of solar ra-
diation suggested by the analytic model. This could re-
flect the separation in Eq. (4) of soil moisture from the
ground albedo and latent heat flux, both of which de-
pend strongly upon it. However, in the model integra-
tions changes in the latent heat flux are generally
balanced by the sensible heat flux. Inherent in this point,

of course, is the assumption that both heat fluxes exhibit
similar diurnal cycles. Furthermore, when variations in
the ground albedo and latent heat flux are included in
Eq. (4), the estimates in fact generally worsen. A plau-
sible explanation is the substitution of the 2 m air tem-
perature T for Tg in Eq. (4), which systematically
underestimates the diurnal amplitude of Tg (Peel 1974;
Jin et al. 1997) and thus the magnitude of its effect on the
DTR.

6 Middle latitude winter

The results of the previous two sections indicate that in
most seasons and locations the DTR trends result pri-
marily from combined changes in clouds and soil
moisture. However, this relation does not hold for the
middle latitude winters. This discrepancy is important,
since the largest DTR decrease occurs at this time. We
examine this case more closely in this section.

The daily average DTR as a function of the daily
mean temperature is displayed in Fig. 7 for the DJF
season in the northern middle latitudes. Daily values at
each grid point over the 1961–1980 period from

Fig. 5 Regression model esti-
mate of annual mean variations
in the DTR from CGCM1
GHG+A1 averaged over non-
polar land areas. The regression
time series, the black solid line,
is estimated using downward
solar radiation and soil mois-
ture. The model DTR varia-
tions, the grey dashed line, are
shown for comparison

Fig. 6 Map of the 1950–2100
annual mean trends in the DTR
in CGCM1 GHG+A1 esti-
mated from the regression
model using downward solar
radiation and soil moisture. A
map of the actual model DTR
trends is shown for comparison
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CGCM1 GHG+A1 are used. The most striking feature
of this figure is the much lower DTR values that occur
on days when the mean temperature is near 0 �C. As
noted by Kharin and Zwiers (2000), this is an artifact of
CGCM1’s land surface model. (CGCM2 also uses this
land surface scheme and thus is similarly impacted.)
CGCM1 represents the land surface as a single layer.
Due to energy balance constraints, the temperature near
the surface does not drop substantially below the
freezing point until all of the soil moisture in the layer
freezes. Thus, on days with a mean temperature near
0 �C, the diurnal cycle of the energy flux into the ground
is often insufficient to completely freeze of melt soil
moisture, resulting in little change in the screen level
temperature over the diurnal cycle.

During the 1961–1980 period, most winter days and
grid boxes in the northern middle latitudes are below the
freezing point, with the average being –11.8 �C (Fig. 8).
However, these latitudes warm by 7.9 �C by the 2081–
2100 period, resulting in a much higher frequency of
days and grid boxes near 0 �C. This implies a higher
frequency of days with a very small DTR. We can esti-
mate the effect of this shift to more frequent days near
the freezing point by integrating the product of the T0

probability density function of 2081–2100 in Fig. 8 with
the DTR-T0 function from 1961–1981 in Fig. 7. The
result is a 1.3 �C decrease in the DTR. The actual model
decrease between these two time periods is 1.4 �C, so this
shift to more frequent days and grid boxes near the
freezing point accounts for most of the change.

During the southern middle latitude winter, this shift
in mean temperature near 0 �C is also important.

However, since most of the land here is near the low
latitudes and the mean temperature is usually above
freezing, this leads to an increase in the DTR which is
moderated by the influence of clouds and soil moisture.
Since the mean temperature seldom reaches the freezing
point in the other seasons in either the northern or
southern middle latitudes, the DTR is not susceptible to
this effect, and so the trends arise primarily as a conse-
quence of changes in clouds and soil moisture. The same
applies to all seasons in the low latitudes.

7 Discussion and conclusions

Recent modelling studies support the theory that an-
thropogenic forcing of climate will induce a decrease in
the DTR. However, the predicted magnitude of this
trend is much smaller than observed. Here we have ex-
amined the trends in global warming integrations of a
coupled GCM, and found decreases similar to those in
previous studies. Trends tend to be largest in the middle
latitudes, and possess distinct seasonal signatures, al-
though these are different in either hemisphere.

Variations in the DTR are considerably more sen-
sitive to changes in feebacks than in the direct forcings.
In particular, projected decreases result from the
combined effects of changes in clouds and in soil
moisture, consistent with the findings of previous ob-
servational studies (Karl et al. 1993; Dai et al. 1997,
1999) and modelling studies (Stenchikov and Robock
1995; Dai et al. 2001). The main impact of clouds is to
reduce the downward solar radiation during the day,
and thus reduce Tmax. Thus the reduction in solar ra-
diation in the CGCM1 GHG+A1 integration arises
either through an increase in the mean cloud albedo or
through a shift in the diurnal cycle of cloud cover,
since the average cloud cover changes little. The former
alternative is supported by the increase in precipitation
occurring in the intergration, since this implies thicker
and more reflective clouds, and it is supported by ob-
servational studies (Dai et al. 1997). Notably, the
scattering of sunlight by sulfate aerosols is found to
have a negligible impact on the DTR, as found in other
modelling studies (Mitchell et al. 1995; Reader and
Boer 1998). It should be noted however that this cou-
pled model lacks a representation of the indirect effect
of aerosols; since this effect modifies the optical prop-
erties of clouds, it could have an important influence
on the DTR trends.

The exceptions to the relation of the DTR to solar
radiation and soil moisture occur during the winter
seasons in the middle latitudes. The reflective and insu-
lative properties of snow reduce the effect these variables
would otherwise have. Nevertheless, the largest decrease
in the DTR occurs at this time. There is a tendency in
CGCM1 for the DTR to be very small when the mean
temperature is near the freezing point. The DTR trends
during the winter result from a shift to a higher or lower
frequency of days near the freezing point, and thus with

Fig. 7 The daily average DTR as a function of the daily mean
temperature. 1961–1980 daily data for the DJF season, covering
grid boxes in the northern middle latitudes, are used from CGCM1
GHG+A1

Fig. 8 The frequency of days and grid boxes with given mean
temperatures during the DJF season in the northern middle
latitudes. The frequencies for the 1961–1980 and 2081–2100 periods
in CGCM1 GHG+A1 are shown
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very small DTR values. It should be noted that this
effect is an artifact of land surface scheme in CGCM1
(and CGCM2) and so the affected trends cannot be
considered realistic.

Analysis of the effects of soil moisture on the DTR
trends indicate that its influence is comparable to that
of clouds in the model integrations. Much of this effect
arises through its control of the ground heat capacity,
although the comparison of the analytic and regression
models in Sect. 4 and 5 indicates that this can probably
not fully account for the response. Other influences
arise through control of the ground albedo and the la-
tent heat flux. While both of these were represented in
the analytical model, the representation of the latent
heat flux assumed a similar diurnal cycle to the sensible
heat flux, and the anti-correlation between the two heat
fluxes resulted in a cancellation of their effects, consis-
tent with the findings of observational studies (Dai et al.
1999). However, both variables are individually highly
correlated with the DTR, and so relatively small devi-
ations from this assumption may be important enough
to give rise to the discepancy in the effect of soil
moisture. While the use of a single layer model for the
land surface scheme limits the applicability of using the
coupled model output for predictive purposes, it does
indicate the potential for an important influence of land
surface processes on the DTR. For example, this im-
plies that the physiological responses of vegetation to
climate change, which are not represented in CGCM1,
could be important in determining the tendency of the
DTR, as proposed by Collatz et al. (2000). Also, al-
though observational studies suggest that changes in
land use are not a primary factor behind the observed
DTR trend (Easterling et al. 1997; Gallo et al. 1999),
the importance of soil moisture found here implies that
this effect requires further observational and modelling
study.

These results indicate that anthropogenic forcing
could induce a decrease in the DTR, through changes in
clouds and in land processes. Naturally, these results
depend on the ability of the coupled model to represent
these two components, whose behaviour under climate
change is amongst the least understood of all processes.
Consequently, much of the current activity in model
development is concentrated on these two factors. The
resulting improvements should soon permit a more
confident determination of the behaviour of the DTR
under anthropogenic forcing. At this stage, however, it
is possible to identify these two factors as the primary
influence on the DTR under climate change.
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